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Network telescope (mis)-adventures
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Idea(s)

I Different telescopes/ vantage-points provide different views

I Understanding which is best for specific observations

I Cloud-based approaches seem promising

I Still unclear what the best way to operate them is
I e.g. Holding time of an IP Address,
I VM configuration,
I economic perspective

When do we need which lense?

I current literature™ dosn’t provide clear answers yet
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Approach - data collection

I Build a distributed, multi-cloud network telescope

I configurable lifetime
I provider agnostic
I variable size

I My original idea → Go program using provider SDK’s

I Hackathon idea → Use Terraform scripts to deploy servers
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Approach - data collection
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Hackathon results

Provider Cost (IP/M) Approach

DigitalOcean 4.0$ One VM per IP

OVH 1.8$ Leasing subnet

AWS 7.5$ One VM per IP

Azure 9.0$ One VM per IP

Azure 4.8$ Load balancer

GCP 8.5$ One VM per IP

GCP 5.4$ Load balancer

Alibaba 3.8$ VM with multiple IPs

Vultr 3.5$ One VM per IP
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Hackathon results

I Fusion of approaches

I Existing setup of Bernhard for Vultr

I mine for DigitalOcean

I Repurpose Sayed’s & Ricky’s Terraform code for passive monitoring

I Working nodes: Vultr 29 VMs, DigitalOcean 42 VMs,

AWS 60 VMs, Azure 76 VMs, GCP 109 VMs → 316 VMs/ IPs

I Cost: DO 5,6$/D, Vultr 4,8$/D, GCP 42$/D, AWS 54$/D, Azure 210$/D

Nils Kempen 7



GMI-AIMS-5

Hackathon results

Figure: # of packets per provider Figure: overlapping source ips
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Hackathon results

Figure: Most common source IPs

What do we see here?

I Local ip

I Scanners

I Hosting-providers

I ?
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Hackathon results

Figure: Most common source Countries Figure: Most common source ASes
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Hackathon results

Figure: # of /24s per provider Figure: # of ASes per provider
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Hackathon learnings

I Deploying a cloud-telescope is hard

I All cloud-providers work a bit different
I Destination IPs are often not directly linked to the interface (NAT)
I Old software
I Cloud-internal traffic
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Future work

I Fix bugs

I Analyze the data

I Compare with other telescopes/ use them as baseline

I Identify cloud scanners
I Look for cloud scanners in other network telescopes → UCSD-NT, ...
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Future work - inspiration
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I If you scan cloud address space you are

likely to hit something

I Resource intensive scans could be more

focussed and may not be seen in

“normal” telescopes.

I Further investigation of cloud-scanner

behavior is needed.
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Future work - approach
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Validation

I What even is a telescope?

I For cloud approaches we need to investigate what level of interaction we want
I Save all packets and drop
I Send RST
I Complete Handshake
I Emulate services

I Validate the scanner detection

I What is a scanner
I What categories can we build?
I No clear field-wide definition

I Validate what wee see in the cloud

I With other telescopes
I Over time
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Questions?
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