
Measurement Studies with Ark 
and Scamper-DSL 



RTT-based Geolocation



Motivation

Darwich et al.’s replication paper from IMC
2023.

Greedily selected VPs to maximize geographical
coverage, probed targets and computed CBG.

Using those constraints, they probed the same
targets again, selecting one VP per AS/city pair to
pinpoint the target's location.

Limited to 2 rounds as RIPE Atlas API call takes
minutes to return the results.

Presenter
Presentation Notes
A few VPs can be as accurate as many VPs.• Certain small subsets have good accuracy.• The closest VPs generally maximize accuracy.



Why a good 
fit?

Event-Based 
Asynchronous Execution

Integration with Existing 
Research and Tools

Blocking, handles non-
responsive targets

Adaptation of existing 
active measurement 
code using scamper 

primitives

Presenter
Presentation Notes
Our DSL is designed for event-based, asynchronous execution, which aligns perfectly with the nature of the problem at hand. As measurements are executed asynchronously and returned to the script as each VP (vantage point) reports back, the DSL is naturally suited to handle and process these asynchronous events efficiently. This capability ensures that the DSL can manage the dynamic and unpredictable nature of geolocation measurements, providing timely and accurate results without the need for complex, synchronous handling mechanisms.��The problem is well-suited for our DSL because it allows us to build upon the existing work of Darwich et al., whose Python code for VP selection strategies is publicly available. By leveraging this code, we can seamlessly integrate established, effective VP selection strategies into our DSL. 



Geolocation flow diagram, with lines of code per block.



Comparison of % of Ping Measurements

Replicability Paper Results Scamper-DSL with ARK Results

Presenter
Presentation Notes
94% of the targets required fewer than 45% of the available Ark VPs to obtain the best geolocation possible with the available VPs. The remaining 6% has a long tail, with one target probed using all available VPs across 29 rounds. The method used 17.9% of the measurements requiredif we had probed all targets from all VPs, similar to the 13.2% reported by Darwich et al.Our script to geolocate the targets using those same VPs executed in 3m 16s, demonstrating the parallel asynchronous execution capabilities in our DSL approach



Measuring CDN catchment and 
routing



Motivation

Characterizing CDNs through Geographically 
Distributed Probing

Analysis of Netflix's CDN through fast.com

Presenter
Presentation Notes
Characterizing CDNs, such as Netflix's CDN infrastructure, necessitates the use of geographically distributed vantage points (VPs) to effectively discover and probe cache servers from various locations. Our DSL, with its event-based asynchronous execution, is ideally suited for managing the complexities of such geographically dispersed measurements.��This case study focuses on Netflix's Open Connect Appliances (OCAs) using the fast.com speed test service, which directs clients to nearby OCAs to measure transfer speeds. Understanding the performance and optimization of these OCAs requires detailed, location-specific data. 



Why a good 
fit?

Comprehensive 
Support for 
Required 

Operations

Leveraging 
Python’s 

Capabilities

Asynchronous 
and Event-Based 

Design

DNS lookups, HTTP 
support to fetch JSON, 

Traceroute, Ping

Python’s built-in JSON 
Parsing

Blocking, handles non-
responsive targets

Presenter
Presentation Notes
The problem requires multiple types of operations: DNS lookups, HTTP requests, JSON parsing, and network performance measurements (traceroute and ping). Our DSL provides built-in primitives for all these operations, making it an ideal fit for handling the end-to-end process of identifying and probing Netflix's speedtest servers. �Since our DSL is built using Python, it can seamlessly integrate Python’s robust libraries and built-in capabilities, particularly for JSON parsing. �The asynchronous, event-based nature of our DSL is particularly well-suited for handling the dynamic and variable nature of network measurements. As each VP independently performs DNS lookups, HTTP requests, and subsequent traceroute and ping operations, the DSL’s ability to manage these asynchronous events efficiently ensures that data is collected and processed in a timely manner. �



Our Solution with Ark

DNS Lookup to fetch IP 
address of fast.com 

HTTP call to fetch JSON URLs 
from the fast.com RESTful API

DNS lookups to fetch the IP 
addresses of the servers

Traceroute measurements 

Presenter
Presentation Notes
This script runs hourly out of cron, The second scriptarchived data returned from the first script to extract the speedtest servers that Netflix had returned over time for each VP, building history of possible speedtest servers for each VP. The script then measures latency, with ping, between the VPsand the set of OCAs (one per /24) that Netflix had returned to each VP, to characterize the condition of the path between the VPs and the proximate OCAs.DNS lookups to know the IP address of the fast.com web-basedAPI that returns speedtest servers for each VP, in case theaddress returned depends on the recursive resolver used bythe VP,



Our Solution with Ark

DNS Lookup to fetch IP 
address of fast.com 

HTTP call to fetch JSON URLs 
from the fast.com RESTful API

DNS lookups to fetch the IP 
addresses of the servers

Traceroute measurements 

Presenter
Presentation Notes
we need HTTP capability to fetch JSON from thefast.com RESTful API via HTTP that contains URLs, one foreach speedtest server recommended by Netflix for the VPto test against,
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addresses of the servers

Traceroute measurements 

Presenter
Presentation Notes
3) we need DNS lookups to know the IP addressesof these servers, and (4) we need traceroute and pingto determine basic topological and performance properties.
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Presenter
Presentation Notes
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Netflix’s strategy for a VP in Bhutan
Shift in Netflix’s server selection strategy  when high latency is reported from certain OCAs

Presenter
Presentation Notes
RTT values to speedtest servers returned to the VP during those four days, with those contemporaneously selected by Netflix noted with black circles, for a VP located in Bhutan. Netflix generally returned servers inHong King and Singapore, and those had the lowest observed latency of ≈100ms. However, those servers occasionally hadsignificant latency spikes to ≈500ms. During those latency spikes, Netflix directed the Bhutan VP to servers in the U.S., which had a latency of ≈250ms. We note that these spikeswere not at predictable times: they occurred both during the morning and afternoon, local time. Figure 12 illustrates thesophistication of Netflix’s CDN infrastructure, that is able to react on short time scales to these events.



Netflix’s strategy for a VP in Japan
The list of servers returned by Netflix are not always the closest  



Netflix’s strategy for a VP in India
Server selection strategy balanced load between servers from Bharti Airtel Ltd. (AS 9498) 

and Bharat Sanchar Nigam Ltd. (AS 9829)
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